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Most practical problems of forecasting time series are characterized by a 
high level of nonlinearity and nonstationarity, noise, the presence of 
irregular trends, jumps, and anomalous emissions. Under these conditions, 
statistical and mathematical assumptions limit the possibility of applying 
classical forecasting methods. The main disadvantage of statistical models 
is the difficulty of choosing the type of model and selecting its parameters. 
An alternative to these methods may be methods of computational 
intelligence, which include artificial neural networks, which can 
significantly improve the accuracy of time series prediction. A significant 
advantage of neural networks is that they are able to learn and generalize 
the accumulated knowledge, highlighting the hidden relationships between 
input and output data. At the moment, the most time series forecasting 
solutions based on this toolkit involve the use of feed-forward neural 
networks (perceptrons, convolutional neural networks, etc.). The article 
provides an overview of the architecture, principles of operation, and 
methods of teaching known models of recurrent neural networks. In the 
study, we built and compared the architectures of Elman and Jordan neural 
networks for solving the problem of forecasting prices for agricultural 
products. The corresponding statistical comparisons of the above models 
are also given. The experimental results show that such approach provides 
high accuracy in predicting the values from the price of agriculture 
products. 
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Introduction 

The agricultural market is very volatile and unpredictable in nature. 
There are many factors that affect the prices of agricultural products, 
such as supply and demand, market trends, seasonality, historical prices, 
weather conditions, etc., all of which can lead to an increase or decrease 
in the number of buyers and so on. It is difficult to analyze such many 
factors to determine the best indicators that influence the price of 
products and allow predicting it. So, forecasting prices for agricultural 
products is a very complex process. Therefore, researchers are constantly 
looking for a reliable method for time series forecasting. 

Time series forecasting is an important data analysis technique 
aimed at studying historical data, which makes it possible to predict 
future values based on the construction of an appropriate model that 
describes the internal structure of the series. Traditional methods of 
time series analysis, described in particular in [1], have gained wide 
popularity among many researchers. 

Theoretical reviewing of the research advances and trend of 
agricultural product price forecasting methods in recent years is provided 
in [2]. In the article [3] the main models that are used to analyze the 
agricultural sector, medium and long-term forecasts, as well as agripolicy 
formation are described. Dabin et al. [4] proposed a model selection 
method based on time series features and forecast horizons for 
forecasting agricultural commodity prices. For forecasting in agriculture, 
advanced artificial intelligence tools were also used. Thus, based on the 
theory of fuzzy logic, an economic and mathematical model of 
forecasting the level of economic and administrative stimulation of 
agricultural production has been developed in [5]. 

Nevertheless, the tools mentioned above have certain shortcomings: 
high mathematical complexity and a huge dependence on specific 
knowledge about the choice of a particular model. That is why, in recent 
years, the artificial neural networks (ANNs) have been applied in many 
areas an alternative to other modelling methods. References [6-8] reveal 
different time series forecasting by ANNs methods. 

ANN can be considered as a directed graph with weighted 
connections in which artificial neurons are nodes. ANNs can learn 
from models and discover hidden functional connections in certain 
data, even if they are unknown or difficult to identify. Artificial neural 
network has proven to be an effective model of prediction due to its 
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inherent properties, namely: adaptive learning, self-organization, 
generalization, real-time computing, and resilience. It solves the 
problems of traditional methods by making better use of the nonlinear, 
nonstationary and oscillatory nature of time series. 

Generally, the neural networks that are applied for time series 
forecasting are divided into two types of architecture, namely feed-
forward and recurrent neural network. Herewith, the vast majority of 
applications of neural nets for time series forecasting are based on feed-
forward networks (perceptrons, convolutional neural networks, etc.). 

Recurrent neural network (RNN) is a type of advanced artificial 
neural network, with the main difference in adding a connected neural 
layer between input and output vectors, which provides a hidden or 
output network pattern to provide feedback as input to create the next 
network output [9].  

The main feature of recurrent neural networks is the property of 
memory as opposed to feed-forward networks. Due to their structure, 
recurrent neural networks are organically suitable for modelling 
sequences, including time series [10]. 

The advantage of the RNN method is the lower values of the errors 
of the forecasting than the feed-forward, although the learning time is 
slightly longer.  

In this paper, the special recurrent neural network as Elman neural 
network (ENN) and Jordan neural network (JNN) are used as machine 
learning technology to analyze and predict future prices for 
agricultural products based on historical prices. 

The aim of the article is to experimentally test the level of 
accuracy of forecasting the price of agricultural products (on the 
example of potatoes) using two types of RNN, such as Elman and 
Jordan, required for use by agricultural enterprises in practice. 

Methodology 

The structure and principle of operation of Recurrent Neural 
Networks 

Recurrent neural networks (RNN) are a class of artificial neural 
networks in which connections between nodes form a time-oriented 
graph. This creates an internal state of the network, which allows it to 
exhibit dynamic behaviour over time. Unlike artificial neural 
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networks of feed-forward type, RNN can use their internal memory to 
process arbitrary sequences of inputs [11].  

There are different types of architectures of RNN: one to one (have 
only one input and one output), one to many (single input and 
multiple outputs), many to one (multiple inputs and single output) and 
many to many (multiple inputs and multiple outputs). A key feature of 
RNN is that the network has feedback (reserve unit or context layer), 
unlike a traditional feed-forward neural network. This allows the RNN 
to simulate the effect of early parts of the sequence on the later part, 
which is a very important feature when it comes to modelling time 
series sequences. Another distinctive feature of recurrent networks is 
that they have common parameters at each network level. While feed-
forward neural networks have different weights for each node, 
recurrent neural networks have the same weight parameter in each 
network layer. However, these weights are still adjusted in the process 
of back propagation to facilitate reinforcement training [12]. 

An important part of neural network design is choosing an 
activation function that performs a non-linear transformation on the 
input before sending it to the next layer of neurons or to the output of 
the network. The role of the activation function in the hidden layer is 
to adapt the neural network to the training data set. The choice of 
activation function at the output level will determine the type of 
predictions the model can make. The activation function is typically 
chosen based on the type of neural network architecture and can 
defined from three common types as follows (Fig. 1) [13]:  

 sigmoid function: 𝑠𝑖𝑔(𝑥) =
1

1+𝑒−𝑥
; 

 hyperbolic tangent function: 𝑡𝑎𝑛ℎ(𝑥) =
𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥
; 

 rectified linear function: 𝑟𝑒𝑙𝑢(𝑥) = max (0, 𝑥). 

   
sigmoid hyperbolic tangent rectified linear 

Fig. 1. Different types of the activation functions 
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The well-known recurrent networks are Elman and Jordan neural 
networks. They are very similar. The only difference is that the 
context (delay) neurons in Elman neural network are fed from the 
hidden layer, instead as Jordan neural network – from output layer. 
Both neural networks are useful for predicting time series 
observations, which have a short memory. 

Before an RNN can be used to solve any problem, it must be 
learned on the appropriate data. Learning is the process of adjusting 
network parameters, which play a key role within the prediction phase 
in RNN. After computing the output by the neural network, a 
corresponding desired value is transmitted to the output and an error is 
calculated as the difference between the target and the system output. 
The resulting error represents an estimation of the predictions quality 
of the trained network and is sent back to the system to adjust its 
parameters. Thereby, this process is repeated in such a way that the 
obtained output and the desired one are as close as possible. This 
formalism is called the training (learning) process. 

The training aim is to modify the RNN parameters to minimize the 
error between the network’s prediction and the actual values. There 
are several steps of the training algorithm of the neural network, 
which are as follows: 

Step 1. The normalization of the input data in the RNN model. 
There are various methods of normalization, the main idea of which is 
to include normalized data in the range [0, 1]. The following equation 
was used in this study: 

𝑥′(𝑡) =
𝑥(𝑡) −  min(X)

max(X) −min(X)
, (1) 

where X = {𝑥(𝑡)}. 
Step 2. Submission of the first-time value (signal) to the network 

input layer. 
Step 3. Computation of the states of hidden layers’ neurons using 

the set of current inputs and previous states of neurons. 

Elman Neural Network (ENN) 

Elman neural network is a type of neural networks obtained from a 
multilayer perceptron with the addition of a context layer. The 
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simplest recurrent neural network that consists of one hidden and one 
context layer of neurons was introduced by Elman in 1990 [14].  

The Fig. 2 illustrates the architecture of Elman neural network, 
which consists of four layers: the input layer, the hidden layer, the 
context layer and the output layer. The number of neurons in the 
inputs layer of ENN is equal 𝑚 and in the hidden layer is 𝑛, and has 
one output unit. The hidden layer is interconnected fully with the 
context layer, so the number of neurons in context and hidden layers 
is the same. The Elman NN architecture allows you to take into 
account the background history of the observed processes and 
accumulate information to choose the right control strategy. 

 

Fig. 2. Architecture of Elman recurrent neural network 

A feed forward network to each other connects the input, hidden, 
and output layers of the Elman model. Feedback connection appears 
between the context and hidden layers of neurons, which is an 
extension of the input layer [15]. At each moment of time (each time 
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the data is passed to the neurons of the input layer), the neurons of the 
context layer maintain the previous values of hidden layer’s neurons 
and pass them to the respective neurons of the hidden layer (to context 
layer). For example, the first signal (vector of inputs {𝑥𝑖(𝑡), 𝑖 = 1,𝑚̅̅ ̅̅ ̅̅ }) 
enters the input layer and activates the neurons of the hidden layer (2). 
After the transformation by the hidden layer, the signal will go to the 
output, and its copy will be delayed in the context layer, memorizing 
the information. From the outputs of the neurons of the hidden layer, 
the signal is transmitted to the inputs of the neurons of the output 
layer, which form the output signal of the network (3). Then it enters 
the network the next signal, and a copy of the previous state of hidden 
layer’s neurons (which memorized in neurons of context layer) is 
received at the same time. The mathematical of the ENN is described 
in [16, 17] for hidden layer as  

ℎ𝑗(𝑡) = 𝐹 (∑𝑤𝑖𝑗

𝑚

𝑖=1

𝑥𝑖(𝑡) +∑𝑤𝑙𝑗
`

𝑛

𝑙=1

ℎ𝑙(𝑡 − 1)) , 𝑗 = 1, 𝑛̅̅ ̅̅ ̅, (2) 

and for output layer as 

𝑦(𝑡) = 𝐹 (∑𝑤𝑗

𝑛

𝑗=1

ℎ𝑗(𝑡)), (3) 

where 𝑤𝑖𝑗 is the weight between the input xi and the jth hidden unit; 

𝑤𝑙𝑗
`  is the connection’s weight between the lth neuron of context layer 

(past value at time t-1 of lth neuron of hidden layer) and the jth hidden 
unit; F is the sigmoid function; 𝑤𝑗   is the weight of connect between 

the node ℎ𝑗 of the hidden layer with the output.  

Jordan Neural Networks (JNN) 

Jordan neural network is a kind of recurrent neural networks that is 
obtained from a multilayer perceptron if, in addition to the input 
vector, an output one is fed to its input with a delay of one or several 
clock cycles [18]. This model is very similar to Elman RNN except 
that the context layer stores a copy of the output layer’s previous 
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values instead the hidden one. The Fig. 3 illustrates the architecture of 
the Jordan recurrent neural network [19]. 

 

 

Fig. 3. Architecture of Jordan recurrent neural network 

The sequence of signals passing through the Jordan neural network 
has the following form: the first signal enters the input layer, then 
goes to the hidden layer; the signal transformed by the hidden 
layer (4) will go to the output layer, and the resulting calculation of 
network (5) will be delayed in the context layer; the next signal enters 
the network and, together with the output image from the previous 
delay step on the context layer, is sent to the hidden layer, where the 
calculation is performed and transmitted to the output layer. The 
behaviour of the Jordan recurrent network can be described as a 
dynamic system using a pair of nonlinear matrix equations that differ 
from (2) and (3) by the context level [20]. So, calculations in JNN on 
the hidden layer are carried out according to formula 

ℎ𝑗(𝑡) = 𝐹 (∑𝑤𝑖𝑗

𝑚

𝑖=1

𝑥𝑖(𝑡) +∑𝑤𝑙𝑗
`

𝑛

𝑙=1

𝑦(𝑡 − 𝑙)) ,    𝑗 = 1, 𝑛̅̅ ̅̅ ̅, (4) 

and on the output layer according to 
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𝑦(𝑡) = 𝐹 (∑𝑤𝑗

𝑛

𝑗=1

ℎ𝑗(𝑡)), (5) 

where 𝑤𝑙𝑗
`  is the connection’s weight between the lth neuron of context 

layer (network’s output past value at time t-l) and the jth hidden unit. 
The structure of the Jordan neural network has the main 

disadvantage compared to the similar Elman neural network that the 
number of feedbacks is determined by the depth of the memorized 
time series, which is difficult to estimate in advance. 

Training the RNN 

The Elman and Jordan neural networks building process for 
prediction of time series data will be included the following steps:  

Step 1. Data collecting and exploring. 
This is the initial stage of the research at which the goal is 

determined, data collection is carried out, their type and other features 
are recognized, which allow a better understanding of their nature. In 
addition, the relationships between different data variables, the 
structure of the data set, the presence of outliers, and the distribution 
of data values are decided. Moreover, the justification of the 
mathematical form of calculations is carried out and the type of model 
is determined, in our case it is recurrent neural networks.  

Step 2. Training the model on data. 
Neural network learning is an iterative procedure of processing 

reference data sets in order to minimize the error criterion. It is 
common practice to split the available data into two parts – training 
and test data, where the training data is used to estimate any 
parameters of the model and the test data is used to evaluate its 
accuracy. The training sampling is randomly selected from the total 
number of observations, and the rest is left for the test sampling. At 
this step, a decision is made about the number of units in the hidden 
layer and the availability of feedback, and the model have been 
optimizing. 

Step 3. Evaluating model performance. 
The performance of a model is quantified using established model 

evaluation methods, which allow one to evaluate the performance of a 
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single model or to compare different models. Studying the results of 
the model is also possible through the construction of an error plot, 
which visualizes the relationship between the actual target values and 
the calculated values. 

Step 4. Conclusion summed up and decisions are made to refine or 
use the model in practice. 

Model prediction accuracy 

A common way to determine the accuracy of the forecasting model 
is to use statistical measurements. There are numerous criteria by 
which we can evaluate and compare models. We decided to determine 
the quality of the forecast obtained by Elman and Jordan neural 
networks by computing the mean square error (MSE), root mean 
squared error (RMSE) and mean absolute error (MAE) [21-23]. The 
corresponding formulas for calculating the criteria are given in the 
Table 1. 

Table 1 

STATISTICAL EVALUATION CRITERIA 

Criteria Index Formula 

Mean Square Error MSE 1

𝑛
∑(𝑦𝑡 − 𝑦̂𝑡)

2

𝑛

𝑡=1

 

Root Mean Squared Error RMSE √𝑀𝑆𝐸 

Mean Absolute Error MAE 1

𝑛
∑|𝑦𝑡 − 𝑦̂𝑡|

𝑛

𝑡=1

 

 
It should be noted criteria measure the deviation between the 

actual and predicted values, so the prediction performance is better 
when the values of these evaluation criteria are smaller.  

Results and discussion 

The prediction process starts from the preparation of the data, which 
was used as data on average retail prices of the potatoes in Latvia. The 
data were taken over a range of 16 years and 7 months, from January 
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2005 to July 2021 [24]. Our data set consists of monthly potatoes price 
so there were 199 data records used for the prediction process.  

All data analyses were conducted by using R software. The 
decomposition of the time series was performed with the function 𝑠𝑡𝑙 
in package stats. Elman and Jordan recurrent neural networks were 
built with the functions 𝑒𝑙𝑚𝑎𝑛 and 𝑗𝑜𝑟𝑑𝑎𝑛 in the 𝑅𝑆𝑁𝑁𝑆 package, 
respectively [25].  

Fig. 4 shows the visualization of time series plot of the data. We 
can observe a general upward trend and strong seasonality in the 
original time series. 

 

Fig. 4. Time series data of the average retail prices  
of the potatoes (euro per 1 kg) from Jan. 2005 to Jul. 2021 

We decomposed the time series down into the main systematic 
components for a more detailed analysis: trend, seasonality, and 
random fluctuation features (see Fig. 5). 

Analyzing the graph in Fig. 5, we can conclude that the period of 
seasonal fluctuations is 12 months. The highest price is observed in the 
summer months. Given the monthly frequency of the data, we created 12 
time-lag variables as input features for building neural network. 
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Fig. 5. Visual summary of the decomposition of time series data 

The collected dataset was divided into two samplings – training 
and test. We adopted a common practice where 70% of the dataset 
was used for training and the remaining 30% was used for testing. 

We built the recurrent neural network with three layers: input, 
hidden and output. We have done the experiment repeatedly on the 
training sampling on different index data and different numbers of 
neural nodes in the hidden layer are chosen as the optimal. We chose 
the optimum number of neurons by trial and error: 12 neurons (i.e. we 
fed into the network the past 12 values of the time series) in the input 
layer and 2 neurons in the hidden layer. The output layer has one 
neuron that get the value of the time series at time t+1. In addition, the 
built Elman recurrent neural network has 2 neurons in the context 
layer, while Jordan recurrent neural network – only one. Table 2 
shows optimal parameters of the Elman and Jordan neural networks as 
a result of the experimental study. 

The learning rate was chosen equally to the two learning process 
models since the ENN and JNN models have similar topology 
structures. ENN and JNN were trained for 1000 iterations with the 
learning rate of 0.1. The error function graphs of both models are 
illustrated in Figs. 6 and 7. 
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Table 2 

TRAINING DATASET PARAMETERS FOR ELMAN  
AND JORDAN NEURAL NETWORKS 

Parameter Value 

Number of neurons of input layer 12 

Number of neurons of hidden layer 2 

Number of neurons of output layer 1 

Training sampling 70% of the data 

Test sampling 30% of the data 

Number of iterations 1000 

Learning rate 0.1 

 
 

 

Fig. 6. Elman neural network error curve 

Fig. 6 shows the decrease of Elman network error during training 
iterations. Given the relatively small size of the dataset, the error of 
the model falls to a minimum fairly quickly. Moreover, the error 
drops sharply within the beginning iterations. It then declines at a 
more modest rate until the 1000 iteration. 
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Fig. 7. Jordan neural network error curve 

Regarding JNN, the error falls sharply within the first 100 and it is 
stable by around 500 iterations (see Fig. 7).  

Plots above show that the error decreases with the epochs increase, 
which is a good sign of the effectiveness of the training process. 

In the next step, we estimated the error of both neural network 
models using the plotRegressionError function. The visualization of 
the relationship between the actual target values and the predicted 
ones by the Elman neural network is shown in Fig. 8. 

 
Fig. 8. Calculated by ENN and actual values 
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In Fig. 8 the target values (actual observations) lie on the x-axis 
and the calculated values for the training set lie on the y-axis. Since 
the red linear fit is close to the optimal (black line), this indicates an 
overall good fit of the training data. 

We used a quantitative estimate to confirm the above, such as 
calculating the square of the correlation coefficient that equal  
𝑅2 = 0.83, that is relatively high and demonstrate strong relation 
between predicted and actual values. 

Fig. 9 shows a linear fit to the actual data and the calculated values 
of Jordan neural network. We see no optimal fit since each point is not 
close to the estimated line, this tells us that the model doesn’t good fit 
data. Nevertheless, we continue to use and estimate this type of 
recurrent neural network because the square of the correlation 
coefficient is more than 50% and equal  𝑅2 = 0.59.  

 

Fig. 9. Calculated and actual values of JNN 

After building the model, we must verify it on test data. Scatter 
plots of the prediction and actual values are shown in Fig. 10 for 
Elman and Jordan neural networks.  

We can see in Fig. 10 that the approximation is good for Elman 
neural network when we superimpose the prediction over the 
original series. This is confirmed by the square of the correlation 
coefficient. 
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Fig. 10. Actual (black line), predicted by ENN (green line)  
and by JNN (red line) values from test sampling 

The correlation for test sampling is quite respectable at around 
0.78. Key measurements such as MAE, MSE, RMSE are used to 
evaluate the Elman and Jordan neural networks. The values of these 
indexes are in the tables below. Table 5 shows estimation results for 
training sampling and Table 6 for test one. 

Table 5 

COMPARISON OF PERFORMANCE OF ELMAN AND  
JORDAN NEURAL NETWORKS FOR TRAINING SAMPLING 

Model MAE MSE RMSE 

Elman RNN 0.1522668 0.04062864 0.2015655 

Jordan RNN 0.1589558 0.04136592 0.2033861 

Table 6 

COMPARISON OF PERFORMANCE OF ELMAN AND  
JORDAN NEURAL NETWORKS FOR TEST SAMPLING 

Model MAE MSE RMSE 

Elman RNN 0.204134 0.060927 0.246834 

Jordan RNN 0.215763 0.068208 0.261166 
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Tables 5 and 6 show that the evaluation criteria of the Elman RNN 
are smaller than of the Jordan model both for training and test 
samplings. From Table 6 and Fig. 10 we can conclude that the 
proposed ENN model is effective and accurate for time series 
forecasting. However, both Elman and Jordan recurrent neural 
networks can be used for forecasting nonlinear time series data, for 
example in agriculture sphere.  

Conclusion 

This article is devoted to solving the problem of predicting 
historical prices for agricultural products using the example of 
potatoes and studying the applicability of Elman and Jordan recurrent 
neural networks in modelling such time series. We found that even 
using a randomly selected sample, these neural networks deliver a 
strong performance in terms of the MAE, MSE, and RMSE statistical 
criteria for both samplings: training and test.  

It should be noted that when developing a neural network to solve 
a particular problem, it is necessary to conduct a study on the choice 
of its architecture – the number of input variables, neurons of hidden 
and context layers, the type of activation functions, and so on. 

The results of the experiments showed that the Elman neural 
network demonstrates a higher accuracy in predicting the time series 
of agricultural products in comparison with the Jordan network. 
Further research is suggested towards training recurrent neural 
networks with different sets of parameters and expand the dataset, as 
well as combining Elman and Jordan architectures.  
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